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Abstract. A large-scale, distributed video-on-demand
(VOD) system allows geographically dispersed residential
and business users to access video services, such as movies
and other multimedia programs or documents on demand
from video servers on a high-speed network. In this pa-
per, we first demonstrate through analysis and simulation
the need for a hierarchical architecture for the VOD distri-
bution network.We then assume a hierarchical architecture,
which fits the existing tree topology used in today’s cable TV
(CATV) hybrid fiber/coaxial (HFC) distribution networks.
We develop a model for the video program placement, con-
figuration, and performance evaluation of such systems. Our
approach takes into account the user behavior, the fact that
the user requests are transmitted over a shared channel be-
fore reaching the video server containing the requested pro-
gram, the fact that the input/output (I/O) capacity of the
video servers is the costlier resource, and finally the com-
munication cost. In addition, our model employs batching
of user requests at the video servers. We study the effect
of batching on the performance of the video servers and on
the quality of service (QoS) delivered to the user, and we
contribute dynamic batching policies which improve server
utilization, user QoS, and lower the servers’ cost. The eval-
uation is based on an extensive analytical and simulation
study.

Key words: Distributed VOD systems – Program placement
– HFC distribution networks

1 Introduction

It is believed that interactive multimedia services on user
demand (services like VOD, digital broadcast TV, remote
working, distance education, teleshopping, teleworking, tele-
banking, high-speed Web accessing, and video conference),
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will be of the most important kind of services to residen-
tial and business customers in the near future provided over
emerging high-speed networks [1–4].

1.1 Technological infrastructure

Large-scale delivery of multimedia services, requires the re-
trieval from storage server devices and the delivery to the
users of huge amounts of time-sensitive data. The high band-
width requirements imposed on the storage facilities, to-
gether with the large number of multimedia programs that
must be available to the users on demand, make it necessary
to provide a distribution network in which a number of video
servers and switching nodes are interconnected via commu-
nications links of various capacities. The high communi-
cation bandwidth requirement makes fiber an ideal physi-
cal medium for the transport of the multimedia data. The
most appropriate technology to support a wide-area broad-
band multimedia distribution network is the asynchronous
transfer mode (ATM), since it is designed to accommo-
date the simultaneous transmission of data, voice and video
streams of variable bit rates and different quality-of-service
(QoS) requirements over high-bandwidth fiber-optic-based
networks [5,6]. However, due to the high cost of the optical
fiber, it is considered too expensive to extend the fiber-based
backbone network to the residential premises. Instead, a hy-
brid distribution network consisting of fiber, coaxial cable or
copper, or even wireless media, will typically be employed.
For example, the cable TV industry is currently upgrading
its coaxial plant to a hybrid fiber/coaxial (HFC) by adopting
the fiber to the node strategy, according to which fiber will
feed optical network units (ONU), each of which serves a
neighborhood by using another medium all the way from
it to the customer premises (see Fig. 1). The use of cable
modems at the customer premises provides the bandwidth
to support multimedia services over the coaxial cable [7,8].
In addition, the telephone companies have developed tech-
nologies like the asymmetric digital subscriber line (ADSL)
to enable broadband delivery of multimedia data over cop-
per phone lines [9,10]. Finally, the wireless solution can be
realized through the use of microwaves or via communica-
tion satellites. For an up-to-date report of the technological
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Fig. 1. A view of the network from the head end node to the customer
premises

����
����
����
����
����
����

����
����
����
����
����
����

����
����
����
����
����
����
����

����
����
����
����
����
����
����

����
����
����
����
����

����
����
����
����
����

���
���
���

���
���
���

��
��
��

��
��
��

����
����
����
����
����
����

����
����
����
����
����
����

���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������

���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������
���������

��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������

��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������
��������

����
����
����
����
����
����
����
����
����
����
����

����
����
����
����
����
����
����
����
����
����
����

���
���
���
���

���
���
���
���

���
���
���
���

���
���
���
���

���
���
���
���

���
���
���
���

���
���
���
���
���
���
���
���

���
���
���
���
���
���
���
���

��
��
��
��
��
��
��
��
��

��
��
��
��
��
��
��
��
��

����������

���
���
���
���

���
���
���
���

N(0,0)
VS(0,0)
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Fig. 2. An r-ary tree network topology withd levels consisting of video
servers denoted by VS(i,j) attached on switching nodes denoted by N(i,j)

infrastructure and techniques for the distributed large-scale
delivery of interactive multimedia services, the interested
reader is referred to [4].

The large excess bandwidth available on today’s cable
TV HFC plants is an ideal candidate to provide the com-
munications infrastructure for the distribution of multimedia
services on user demand. For this reason, we will study a
hierarchical architecture for the VOD distribution network
which fits the existing tree topology used in today’s cable
TV distribution networks. Similar to [3, 19, 20], the distri-
bution network topology is considered to be anr-ary tree
associating a number of video servers and switching nodes
connected via communication links. Referring to Fig. 2, there
is a video serverV Sij associated with the switching node
Nij which can provide multimedia programs on demand to
its children switching nodes. All the users are connected to
the leaf nodes of the tree, also called headends. The links of
the tree are considered bi-directional, although not symmet-
ric. A communication link must be capable of transferring
programs displayed by the local attached video server and
by video servers located above the local one. Consequently,
the communication link bandwidth increases as we move
downwards in the tree hierarchy.

1.2 Open research issues

There are many interesting design issues in such distributed
VOD systems, such as (i) the input/output (I/O) and storage

configuration of the video servers located at the different
levels of the hierarchical distribution network, (ii) the place-
ment of the video programs at the different video servers
in a way that ensures high performance, (iii) the bandwidth
dimensioning of the communication links, and (iv) the effect
of the number of levels in the tree topology of the distribu-
tion network. The above-mentioned design issues are studied
in the paper.

1.3 Organization of the paper

The paper is organized as follows. In Sect. 2, we describe
the system and user models. In Sect. 3, we present our re-
sults, starting from our study of the multiple-access channel
used for the users’ requests and following with the analytical
and simulation results for the centralized and the distributed
server cases. In Sect. 4, we present dynamic system opera-
tion techniques. Concluding remarks are offered in Sect. 5.

2 System model

We develop a model for the distributed VOD system consid-
ered, which takes into account the user behavior, the fact that
the user requests are transmitted over a shared time-slotted,
multiple-access channel before reaching the headend node,
the fact that the I/O capacity of the video servers is the
costlier resource, and a constraint in the QoS expressed in
terms of a maximum user start-up latency. The I/O capacity
of a server is defined as the number of program streams it
must be capable to display simultaneously. Our model serves
the user requests addressed to a video server in batches, in
order to reduce the I/O server bandwidth requirements [17].
The playback of an initial request for a program is intention-
ally delayed by an amount of time, called the batching inter-
val equal toTB units of time, called slots, so that subsequent
requests for the same program arriving within the batch-
ing interval may be serviced by using a single I/O stream.
This, of course, introduces some latency, upper bounded by
TB . We define the user start-up latency, as the time interval
from the instant a user generates a program request until the
time the corresponding program is displayed. Propagation
delays across the high-speed links are assumed negligible.
We adopt batching over alternative techniques for reducing
the I/O bandwidth requirements of a video server, like bridg-
ing [11–13] and adaptive piggybacking [18], because of its
simplicity, which makes it easier to introduce it to a video
server.

We assume a time-slotted system, with the slot size equal
to the transmission time of an ATM cell (53 bytes) over
the shared upstream multiple-access channel connecting the
users with a single headend node. The bandwidth of the up-
stream channel is taken to be equal to 2.5 Mbps. Therefore,
the slot duration is equal to 424/2.5×106 s = 0.00017 s. Re-
sults for different request packet size and/or upstream chan-
nel speed can be easily obtained by calculating the new slot
duration. The user demand profile is assumed to be the same
for all users, and the request load of each headend is as-
sumed to be the same. The aggregate request arrival stream
by all the users connected to a headend node is assumed
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Fig. 3. Zipf’s law distribution for a total of 100 movies

Poisson with rateλ requests/slot. We consider that an ATM
cell is large enough to accommodate the various types of
the requests that a user of the distributed VOD system can
generate. Furthermore, most of today’s cable TV modems
are designed to transmit ATM cells over the shared channel
connecting them to the headend node.

The stabilized controlled slotted ALOHA protocol [14],
is used by the users to transmit their requests to the headend
node over the shared channel because of its simplicity. In
addition, slotted ALOHA is currently used in HFC CATV
networks. For example, Scientific Atlanta uses the slotted
ALOHA protocol for signaling between a subscriber’s set-
top terminal and the headend node [8].

Initially, we consider only the sequential-access (SEQ)
service type, where a user initiates the playback of a pro-
gram, but it does not have the ability to pause or do a scan
on it (VCR-like access). The program popularity distribu-
tion is assumed to follow Zipf’s law [16] (see Fig. 3). This
distribution has been found to statistically fit video program
popularities estimated through observations from video store
statistics [17]. Given a total ofM encoded programs (e.g.,
MPEG-2 format, in which case at least 4–8 Mbps are needed
for an acceptable-quality broadcast of a program), the prob-
ability of requesting programm, m = 1, 2, . . . , M , is given
by

Pm =
1

mKM
, (1)

where

KM =
M∑

m=1

1
m

.

The duration of a video program for sequential access
is considered to be uniformly distributed in the interval [90,
120] min. Each video server is considered to be capable of
storing all, or a subset of theM programs.

Our overall approach

There are three major costs associated with the distributed
VOD system considered. First, the I/O bandwidth require-

ments of the video servers. Second, the communication cost,
which is proportional to the number of hops that it takes for a
program from its storage location to reach a user. Third, the
storage cost defined as the total number of program copies
stored in the distribution network. The number of copies of
programs stored in the same level of the tree topology grows
exponentially as they are placed closer to the users (i.e., if
a program is placed at levelk, k = 0, 1, . . . , d − 1, whered
is the tree depth andr is the tree degree,rk copies of the
program will be stored in the network).

Unlike related work [3,19,20], we focus on the I/O band-
width requirements of the servers, and consider that as the
most critical resource, instead of the storage and communi-
cation costs. We believe that this choice is justified given
the present technology trends [21]. We conjecture that the
overall performance of the VOD system will be better when
all video servers in the system are highly utilized. For this
reason, we are trying to balance the usage of all the video
servers by requiring that the average number of I/O streams
for each video server is the same, irrespective of the tree
level it belongs. This criterion is important because it yields
a balanced usage of all the video servers, and allows the
deployment of identical- (or similar-) technology servers at
the different levels of the hierarchical distribution network.
Therefore, our placement criterion requires that the different
programs are placed at the video servers located at different
levels of the distribution network so that the average number
of the I/O streams for each server is the same.

3 Results

3.1 Study of the multiple access channel

Since the stabilized controlled ALOHA protocol is used for
the transmission of the user request packets across the shared
upstream channel connecting them to the video server, we
present in Table 1 simulation results for the average delay
in slots experienced by a request packet from the time it
is generated until it is successfully transmitted, for various
values of the request packet arrival rateλ. In the same table,
we present the 95% confidence intervals for the estimated
average delay values as well as the exact analytical results
from [15]. Notice the excellent agreement between the sim-
ulation and the analytical results.

We would like to point out that even the highestλ values
considered in our study, when translated to the slot dura-
tion, correspond to very small values (e.g., 353 requests/min
corresponds to 10−3 requests/slot). This implies that the
ALOHA upstream channel is very lightly loaded, and as a
result collisions of request packets occur very rarely. There-
fore, the process of successfully transmitted request packets
over the upstream channel (output process) is not expected to
deviate considerably from the Poisson arrival request packet
process (input process). This result might not hold when the
users are allowed to engage in VCR-like access or to gener-
ate requests for other types of services (e.g., Web accessing)
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Table 1. Simulation and analytical results

95% Confidence interval Analytical bounds

λ (req/slot) Average Lower Upper Lower Upper
delay (slots) bound bound bound bound

0.05 1.651413 1.650977 1.651848 1.651631 1.651631
0.1 1.880150 1.878830 1.881469 1.87938 1.87938
0.15 2.243197 2.240917 2.245476 2.24265 2.24265
0.2 2.874727 2.870095 2.879358 2.87576 2.87576
0.25 4.159395 4.146791 4.171998 4.15097 4.15097
0.3 7.583717 7.556032 7.611402 7.57485 7.57485
0.35 31.290740 30.544981 32.036480 30.13219 33.28924
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3.2 The centralized single-server case
and motivation for distributed VOD systems

First, we motivate the need for a hierarchical network of
the video servers and for the batch type of service for the
user requests. In Fig. 4, we present simulation results of the
video server multiplexing gain versus the duration of the
batching interval for various values of the aggregate user
request arrival rateλ (ranging from 1.77 requests/min to
353 requests/min). The multiplexing gain for a video server
is defined as the ratio of the program requests addressed to
the server divided by the number of I/O streams required
to display the programs. In other words, the multiplexing
gain is equal to the average batch size served by the server.
The video server contains all of the 100 available programs.
We notice the strong gains achieved for high and moderate
request rates and large batching interval durations.

In practice, we expect that a customer will be willing to
wait an average of 5 min from the time it submits a request
until the display of the requested program begins. For this
reason, the maximum batching interval considered in Fig. 4
is equal to 10 min. We would like to point out that the re-
quest arrival rates in the upper two curves of the figure are
extremely high and it is not expected that in practice a single
video server will have to sustain such request loads.

In Fig. 5, we consider the same system as in Fig. 4, with
the only difference that the video server now stores only
10% of the most popular programs (out of 100). We notice
the significant increase of the gain due to batching. This gain
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Fig. 5. Gain due to batching in a server containing the 10% most popular
movies (out of a total of 100 movies) for various batching intervals and
request rates

increase agrees with intuition, since a small number of high-
popularity programs (program popularities are determined
by the Zipf distribution) are stored in the server. Here, we
would like to remark that the remaining 90% of the programs
have to be placed at higher level servers of a hierarchical
network.

The number of active I/O streams (or video server chan-
nels) after 30 min of operation as a function of the request
arrival rateλ, for TB = 5 min is presented in Fig. 61.

The three curves shown correspond to a video server
storing all of the 100 available programs, 20% and 10%
of the most popular programs, respectively. The first case
corresponds to a single centralized server, while the other
two cases correspond to servers belonging to a distribution
network. From the results in the figure, we conclude that
the centralized single server solution is very expensive, if
not impossible to implement due to the extremely high re-
quired number of simultaneously active I/O streams. Due to
the long program duration, the number of required active
I/O streams further increases linearly as time progresses.
Since an I/O channel can be released at minimum 90 min
after it was occupied, we expect that the number of active
I/O streams will be approximately three times that shown in
Fig. 6. In contrast, the required number of active I/O streams
is maintained at reasonable levels and grows very slowly

1 A typical number of MPEG-2 streams (4 Mbps) , a commercial video
server can support, varies from 12 to 600 [22]
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with time (due to the strong server gains, see Fig. 5) in the
other two cases. The results in Fig. 6 motivate the need for
the distribution of programs across a hierarchical network of
video servers.

In Fig. 7 we present the user mean start-up latency ver-
sus the aggregate request rateλ, for various values of the
duration of the batching interval and two different fractions
of the available programs stored at the server. The results in
the figure (together with other pertinent results, which are
omitted for space reasons) demonstrate that the mean user
start-up latency is rather insensitive to the fraction of pro-
grams stored at the server, and that it decreases approaching
the valueTB/2 from above as the request rate increases.

3.3 Distributed VOD systems
based on hierarchical networks of servers

Our analysis, presented in this section, produces the place-
ment of the programs in the video servers located at the
different levels of the distribution network so that the aver-
age number of I/O streams for each server is the same. We

also provide expressions for the average user start-up latency
when the user requests are served by a video server located
at a given level of the hierarchy, and for the required up-
stream and downstream communication bandwidths of each
link of the distribution network.

3.3.1 Video placement

The number of sequential programs placed in a server lo-
cated at leveli of the tree is denoted byK [i] , i =
0, 1, 2, . . . , d − 1, K [i] = m′ − m , (m′ > m), wherem
is the lowest index program stored in serveri and m′ is
the highest index program. Since the programs are placed
sequentially in the servers, serveri stores all programsm′′
with m ≤ m′′ ≤ m′. Our placement strategy keeps the most
popular programs as close to the users as possible. Therefore,
it starts by placing the highest popularity programs in each
headend node. Less popular programs are placed at higher
level servers, which serve the users attached to several head-
end nodes. The adopted placement strategy achieves a high
server performance and balanced server utilization. In ad-
dition, placing the most popular programs at the headend
nodes keeps the storage requirements very low, because the
largest number of program replicas are made for a small
number of popular programs. We define

P [i] =
∑

m∈V Sij

Pm, j = 0, 1, ..,

ri − 1 , i = 0, 1, . . . , d − 1 (2)

as the cumulative probability that a user request corresponds
to some program stored in a server located at leveli of the
hierarchical network. Notice that the above cumulative prob-
ability is the same for each serverj located at leveli of the
network, since the network tree is assumed fully symmet-
ric. The user request rate addressed to a headend server will
be λP [d−1] , similarly the user request rate addressed to a
server located at leveli will be λr(d−(i+1))P [i] . Based on
the discussion in Sect. 3.1, we assume that the process of
user requests addressed to programm placed in serveri, is
Poisson distributed with meanλm = λr(d−(i+1))Pm.

An initial user request for programm starts a batch and
subsequent requests for the same program arriving within
the batching interval belong to the same batch. The average
number of requests in a batch for programm is given by

nm = 1 +λmTB , (3)

where the constant 1 in the expression accounts for the initial
request that starts the batch. To validate the above expres-
sion, we simulated a single server containing all the 100
available programs, withTB=5 min and cumulative request
rateλ=35.3 requests/min. The results we obtained together
with the corresponding analytical results (from expression
3), are presented in Fig. 8. Notice the very good agreement
between analytical and simulation results.

To obtain the average batch size served by serveri, we
need to average the quantitiesnm in Eq. 3. Note, that the
above average value is a weighted sum, since the fraction
of batches for programm to the total number of batches for
all programs stored in serveri depends on the program in-
dex. To calculate this fraction, we first calculate the average
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number of batches for programm which form during a time
interval of lengthT . This average is given by the ratio of the
average number of requests for programm which arrive to
the server within the intervalT , λmT , to the average batch
size for programm, nm = 1+λmTB . Therefore, the fraction
of batches for programm to the total number of batches for
all programs stored in serveri will be given by

σm =
λm

1+λmTB∑
m′∈V Sij

λm
1+λm′ TB

=
r(d−(i+1))Pm

1+λmTB∑
m′∈V Sij

r(d−(i+1))Pm′
1+λm′ TB

. (4)

Finally, the average batch size served by serveri is

n[i] =
∑

m∈V Sij

σmnm . (5)

Since we are interested in placing the available programs
to the different levels of the distribution network so that the
average number of I/O streams is the same, we need to solve
the following equations for the rate of I/O stream establish-
ment at the different servers of the distribution network

λP [d−1]

n[d−1]
=

rλP [d−2]

n[d−2]
= . . . =

r(d−(i+1))λP [i]

n[i]

= . . . =
rd−1λP [0]

n[0]
, (6)

where level 0 corresponds to the tree root and leveld− 1 to
the tree leafs (headend nodes). The above set of equations
simplifies to

∑
k∈V Sd−1,j

Pk

nk
= r

∑
k∈V Sd−2,j

Pk

nk
= . . . = r(d−(i+1))

∑
k∈V Si,j

Pk

nk
= . . . = rd−1

∑
k∈V0,0

Pk

nk
. (7)
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3.3.2 Video placement dependencies on system
and user parameters

Using Maple V, Release 3, we solve the above set of equa-
tions for the program placement at the different levels of the
distribution network. In Fig. 9–11, we present the analytical
results for the placement of 100, 500 and 1000 programs,
respectively. We consider a six-level distribution network,
and user request arrival rates for each headend node ranging
from 1.73 req/min to 353 req/min. We observe that as the
user request rate increases, the program placement becomes
more and more even among the different levels. The same
behavior has been observed in a tree distribution network of
degree 3. For light-to-moderate request arrival rate values,
the program placement is uneven, placing more programs
in servers located at levels 1 to 3 than in servers located at
level 0, 4 and 5.

The same behavior is observed when we examine the
program placement as a function of the batching intervalTB ,
for a given request arrival rate (λ=35.3 req/min in Fig. 12).
As TB increases, the program placement becomes even. For
smallTB values, the program placement can be very uneven.
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Fig. 11. Program placement in a binary tree with six levels for various
request rates, a batching intervalTB equal to 5 min, and total number of
movies equal to 1000
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Fig. 12. Program placement in a binary tree with six levels for various
batching intervalsTB , a user request rate equal to 35.3 req/min, and total
number of movies equal to 500

The explanation is that the parametersλ and TB affect
the program placement through only their product; there-
fore, the limiting placement solutions as eitherTB increases
or λ increases are the same. This observation is further sup-
ported by the fact that the average batch size served by a
video server can be increased by either increasing the request
arrival rate or increasing the batching interval.

For λTB � 1 ⇒ nk ' λTBr(d−(i+1))Pk, therefore all
the equations in (7) simplify to

∑
k∈V Sd−1,j

1
λTB

= . . . .
∑

k∈V Si,j

1
λTB

= . . . . =
∑

k∈V S0,0

1
λTB

, (8)

which yields the even program placement distribution.
We also evaluated the program placement whenTB=0

(i.e., no batching is used). The results are shown in Figs. 13–
15, for M = 100, 500, and 1000 programs respectively. We
again observe an uneven program placement, which is also
independent of the request arrival rateλ (since forTB=0,
nk=1).
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Fig. 13.Program placement in a binary tree with six levels, with the batch-
ing interval equal to zero, and total number of movies equal to 100
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Fig. 14.Program placement in a binary tree with six levels, with the batch-
ing interval equal to zero, and total number of movies equal to 500

The effect of the tree degreer on the program placement
is presented in Fig. 16, whenTB=5 min andλ=35.3 req/min.
We observe that the peak of the curves moves to the left as
r increases. Even though, the program placement forr = 5
or 6 is quite uneven, we recall that, as explained before, ifλ
and/orTB is increased, the program placement will become
even.

To validate our analytical placement results, we simu-
late a distribution tree network withd = 4 levels,r = 2,
λ=35.3 requests/min andTB=5 min. The experiment simu-
lates 30 min of network operation, at which time it stops and
we observe the number of active I/O streams at each net-
work server. From the results in Fig. 17, we observe that the
number of active I/O streams versus server level and index is
pretty much flat. Furthermore, the simulation results closely
match the analytically expected results. The analytical result
(225 in this case) is obtained as follows. Once we obtain
the placement of the programs by solving (7), we evaluate
any of the ratios in the above equation and we multiply by
network operation time.
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Fig. 15.Program placement in a binary tree with six levels, with the batch-
ing interval equal to zero, and total number of movies equal to 1000
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for TB = 5 min, total movies equal to 500 and a request rate equal to 35.3
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Table 2. Analytical results

Level 3 Level 2 Level 1 Level 0

3.2 min 4.6 min 4.8 min 4.9 min
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Fig. 18. Start-up latency for a user serviced by a server of the binary four-
level tree, for a batching intervalTB equal to 5 min, total movies equal to
500 and a request rate equal to 35.3 req/min

3.3.3 User start-up latency

Regarding the average user start-up latency, letSm denote
the average start-up latency for users requesting programm.
Then it can be easily shown that

Sm =
TB

2
+

TB

2(1 +λmTB)
. (9)

Therefore, the average user start-up latency for requests
addressed to a server located at leveli is given by

S[i] =
∑

m∈V Sij

SmPm

P [i]
. (10)

In Fig. 18, we present simulation results of the mean user
start-up latency for requests addressed to each server in
the network, for a distribution tree network withr = 2,
d = 4, TB=5 min, andλ = 3.53 request/min. In Table 2,
we present the corresponding analytical results. We notice
that mean user start-up latency when submitting program re-
quests to the headend nodes is smaller than the same quantity
when submitting program requests to nodes located above
the headend nodes in the distribution network.

3.3.4 Communication bandwidth requirements

Regarding the required upstream and downstream link band-
width requirements, we provide analytical expressions for
their evaluation. For the upstream direction the required
bandwidth for a link locatedbelow a serverat level i is
given by

UT [i] =




λr(d−(i+2))


1 −

d−1∑
j=i+1

P [j]


 , 0 ≤ i ≤ d − 2

λ , i = d − 1

(11)
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Fig. 19. Probability mass of the movies contained in a server at leveli of
a binary six-level tree for the placement obtained from our analysis. The
batching interval is 5 min, the total movies are 500 and the request rate is
equal to 35.3 req/min
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Fig. 20. Required communication bandwidth for an upstream link below
level i of a binary six-level tree. The batching interval is 5 min, the total
movies are 500 and the request rate is equal to 35.3 req/min

expressed in request packet transmissions per min. For the
downstream direction, the required bandwidth for a link lo-
catedbelow a serverat level i is given by

DT [i] =




R
r , i = 0

DT [i−1]+R
r , 0 < i ≤ d − 2

DT [d−2] + R , i = d − 1

(12)

whereR denotes the value of any of the ratios in (7) for
the given program placement. This throughput is expressed
in playback streams per minute. Notice thatDT [d−1], corre-
sponds to the downstream throughput of the link connecting
a headend to its users.

In Fig. 20, we present the required upstream link band-
width for a network with six levels,r = 2, TB = 5 min, and
λ = 35.3 req/min. We observe that the required link band-
widths are very close to each other for all the links located
at different levels of the network above the headend nodes,
and it is higher for the links connecting the headend nodes
to the users. See also Fig. 19, where we plot the cumulative
probability P [i] versus the network leveli, for the program
placement we are considering.
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Fig. 21. Required communication bandwidth for a downstream link below
level i of a binary six-level tree. The batching interval is 5 min, the total
movies are 500 and the request rate is equal to 35.3 req/min

In Fig. 21, we present the required downstream link
bandwidths for the same distribution network with the one
in Fig. 20. Since each server in the downward path con-
tributes some playback streams to the already accumulated
traffic, the required link bandwidth increases as we move
downstream.

The analytical results presented in this section are helpful
in configuring the VOD distribution network, and in provid-
ing answers to interesting design questions related to the
selection of the tree degree, the number of servers and their
I/O capacity, the required link bandwidths, and the quality
of service delivered to the users.

4 Adaptive system operation

Clearly, if we observe a VOD system during a day period,
we will discover that the users’ request rate is not constant.
Various VOD trials have shown that there are fluctuations
of the users’ request rate, occurring mainly during a rush-
hour period at the end of the day. During these hours, the
user request rate as a function of time can be approximately
modelled by a triangle shape. The duration of the rush-hour
period is about 6 h, and its starting hour depends on the user
community we examine. During the remaining hours of the
day, the request rate can be approximated by a constant
(actually an upper bound), although there may be small rate
variations. We call these hours, idle hours.

It is critical to examine the behavior of the system
through the day, because it is expected that an overload will
take place during the rush hours, while the system will be
underutilized during the idle hours. We adopt the cumulative
user request shape shown in Fig. 22, which has been found
to describe sufficiently well the users’ behavior through a
day period (see user behaviors from trials in [23, 24]). We
refer to this user behavior profile as thetailed-triangle pro-
file. The rush-hour period beginning and end may differ from
community to community, however our approach is still ap-
plicable.
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Fig. 22. Cumulative user request rate during a 24-h period (tailed triangle
profile)

4.1 Customizing video placement to the user request rate

Before we proceed further, recall our goal which was to have
an I/O balance through the servers of ther-ary tree network.
In order to continue satisfying this goal, we must develop
a new technique which will have the ability to adapt the
program placement to the request rate variations. We refer to
this technique as themultirate placement(MRP) technique.
Using this technique, we will continue to have I/O balance
through the day.

It has been observed that asλ decreases approaching
very small values, the program placement producing the
same server utilization at any tree level, tends to be the
same with the one forTB = 0. Whenλ increases, assuming
high values, the program placement tends to be even (same
number of movies placed at any level of the tree). Having in
mind thatλ varies, we want an adaptive program placement.
Therefore,

1. we solve the balance equations for every possible dis-
crete λ value that we want our system to handle in a
way that will sustain I/O balance. From this process, we
keep for each level of the tree the maximum and the
minimum values of the different placement solutions.

2. We then store at each level all the programs with indexes
between the minimum and the maximum value. Thus,
some video programs are replicated across tree levels.
Therefore, at each level of the tree, we keep a superset
of programs required for a givenλ.

3. Given a discreteλ value, the server accesses only the
relevant set of programs.

The request rate is estimated at the end of constant-length
time periods. Within a time period, the rate is assumed to
be equal to the current estimate. We have validated through
simulations the MRP technique for a binary tree network of
servers with four levels and 500 available programs. We as-
sumed a batching intervalTB = 5 min and we used a tailed-
triangle user profile with minimum request rateλ = 1.77
req/min and peak rateλ = 8.85 req/min2. The analytically

2 The ratio 1:5 of the minimum to peak rate is taken from observed
request profiles in actual VOD trials. Although the minimum rate has been
chosen arbitrarily and may seem low, on the contrary, the number of re-

Table 3. Analytically produced placements

λ (req/min) Level 3 Level 2 Level 1 Level 0

1.77 1-34 35-160 161-342 343-500
2.95 1-39 40-170 171-349 350-500
4.13 1-45 46-180 181-355 356-500
5.31 1-48 49-186 187-359 360-500
6.49 1-51 52-191 192-362 363-500
7.67 1-57 58-200 201-367 368-500

Table 4. Program supersets

Level 3 Level 2 Level 1 Level 0

1-57 35-200 161-367 343-500

produced placements used in the simulations for given dis-
crete λ values are shown in Table 3, while the program
supersets stored at each level are shown in Table 4.

We simulated the system for 24 h and observed the occu-
pied I/O channels in each server of the four-level binary tree
network at that instant. The results are presented in Fig. 23
and demonstrate that the MRP technique achieves balanced
I/O despite theλ value variations. Had we wanted our VOD
system to be able to adapt to anyλ request rate value in
the range [0,∞], the required program placement is shown
in Table 5, and obviously corresponds to the worst case in
terms of storage requirements.

4.2 Effect of dynamically adjusted batching intervals
on user QoS and server utilization

Having demonstrated that the I/O balance is achieved through
the use of our multirate placement technique, we observe
through simulation the number of active I/O channels for
each server through the day. We simulate the system’s op-
eration for a number of days in order to reach a steady state

quests submitted to the VOD system during a 24-h period is about 25,000.
Therefore, our system can serve at least 25,000 users in one day, assuming
that each user requests on average one movie per day. Usually, the average
number of user requests per week is about 2 to 3.

0

20

40

60

80

100

120

140

160

180

0 2 4 6 8 10 12 14

A
ct

iv
e 

C
ha

nn
el

s

Server Index

Simulation Instance after 24 hours

Fig. 23. I/O channels occupied in each server of the binary four-level tree,
for TB=5 min, total movies 500, request rates varying from 1.77 to 8.85
req/min according to tailed triangle user profile, assuming the multirate
program placement technique
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Table 5. Program placement

Level 3 Level 2 Level 1 Level 0

1-125 22-253 129-386 319-500
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Fig. 24. Number of active channels in a server of a binary four-level tree
network of servers during a 48 hour period, forTB=5 min, 500 stored
programs, a tailed triangle user behaviour profile (1.77 to 8.85 req/min
minimum to peak request rate), assuming the multirate placement

and then take two consecutive 24 h of operation, the results
of which are presented in Fig. 24.

We observe the extreme rise in the number of active I/O
channels during the rush hours, while during the idle hours
there is an undesired severe server underutilization. Specifi-
cally, the server is underutilized more than 75% of the time
and there is a very sharp increase in the I/O requirements
during the rush period. This means that we must deploy a
very-high-capacity expensive server, which will be severely
underutilized most of the time. Furthermore, we are using a
constant batching interval for servicing requests even during
the idle period, penalizing the users. To solve these prob-
lems, we adopt a different approach. First, we do not use
batching during the idle periods (improving the user QoS).
Second, we investigate whether by dynamically adjusting
the batching interval during the busy period we can have
the same server I/O requirements as during the idle period
(with batching turned off). We use the discrete request rates
from Table 3. For each of these values we have a set of
balance equations with an extra unknown parameter, which
is the durationTB of the batching interval for thatλ rate.
We equate the first term of each set of these equations. The
resulting system of equations consists of 24 equations in 24
unknowns. The results are obtained through the use of Maple
V, Rel. 3 and are presented in Table 6.

Table 6. Results

λ (req/min) TB (min) Level 3 Level 2 Level 1 Level 0

1.77 0 1-21 22-128 129-318 319-500
2.95 16.1 1-58 59-202 203-368 369-500
4.13 35.6 1-82 83-231 232-381 382-500
5.31 51.6 1-96 97-242 243-385 386-500
6.49 63.7 1-103 104-248 249-385 386-500
7.67 73 1-108 109-250 251-385 386-500

Table 7. Program placement

λ (req/min) TB (min) Level 3 Level 2 Level 1 Level 0

1.77 0 1-21 22-128 129-318 319-500
2.95 10 1-50 51-189 190-360 361-500
4.13 10 1-56 57-198 199-366 367-500
5.31 10 1-61 62-205 206-369 370-500
6.49 10 1-65 66-210 211-372 373-500
7.67 10 1-68 69-215 216-374 375-500
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Fig. 25. Active channels in a server of a binary four-level tree during a
48-h period, for a total of 500 programs, a tailed triangle user behaviour
(1.77 to 8.85 req/min), assuming a multirate placement and using multiple
batch sizes (0 min during idle hours, 10 min during rush hours)

Our results are rather disappointing. Its is clear that the
obtained batching interval durations are very long to be used
in a real system. For this reason, we use an upper bound
on the batching interval (worst case user start-up latency).
Specifically, for those request rates for which the batch-
ing interval exceeds the upper bound, we impose the upper
bound. We then solve again the set of balance equations to
obtain the new program placement. The corresponding re-
sults are shown in Table 7 with the upper bound equal to
10 min. We simulated once again the resulting system, and
observed the number of active I/O channels for each server
(the corresponding results are shown in Fig. 25). Comparing
these results to those presented in Fig. 24, we conclude that

1. the distribution of the server’s I/O requirements versus
time is considerably less skewed, resulting in a higher
server utilization,

2. we now need a server with a considerably smaller I/O
capacity (roughly 30% less).

5 Conclusions

We have developed a model for a distributed interactive
VOD system based on a hierarchical server interconnec-
tion topology that fits the existing topology used in today’s
HFC CATV plants. The model is useful in the video pro-
gram placement, configuration, and performance evaluation
of such systems. A user activity model is integrated with a
program popularity distribution, a simple and stable random-
access protocol for the transmission of the user requests to
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the video servers, and a batch-type service of the user re-
quests at the video servers. Results from analytical and ex-
tensive simulation studies are presented.

Our major conclusions and contributions are

1. through experimentation we determined that a central-
ized single-server solution is very expensive if not im-
possible to implement. In contrast, building large-scale
VOD systems based on a distributed hierarchical network
of servers, in which servers at the lower levels (closer to
the users) store more popular videos, is preferable. This
is so, because the servers’ I/O requirements are main-
tained at reasonable levels and grow very slowly with
increased request rates.

2. We contributed an analytical solution to the problem
of placing video programs across the servers located at
the different levels of the hierarchy, so that the average
server I/O requirements are the same. Our findings are
that
– the video placement depends on the request rateλ

and the batching intervalTB only through their prod-
uct. In particular, whenλ ∗ TB � 1, the program
placement should be even across levels. For small-
to-moderate product values, the program placement
should be uneven, placing more videos at the inter-
mediate levels of the hierarchy than before.

– When increasing the degree of the hierarchy, the pro-
gram placement should be uneven, with more videos
placed at higher levels and fewer at the lower levels.

3. From our analytical expressions and our experimenta-
tion, for the average user start-up latency we notice that
it is smaller for user requests serviced by the headend
nodes. This is attributed to the fact that the latter nodes
store more popular items for which user requests do not
typically wait a whole batching interval.

4. Regarding the communication bandwidth requirements,
our results for the upstream links show that above the
headend level the required link bandwidths are very sim-
ilar, irrespective of levels, and about one third of the
required bandwidth for the links connecting the head-
end nodes to the users. This is attributed to the fact that
servers at higher levels store less popular videos on the
one hand, and on the other hand, they serve larger user
communities.
Regarding the downstream link bandwidth requirements,
they increase as we move toward the users, since each
server in the downstream path contributes some playback
streams to the already accumulated traffic.

5. Given that in real systems the user request rate will be
fluctuating over time, we contributed the multirate place-
ment technique (MRP technique), which introduces some
video program replicas at different levels and achieves
the same I/O server requirements, irrespective of the lev-
els and the request rate. Furthermore, we showed how
by dynamically adjusting the batching interval duration
we can improve the user QoS during the idle periods,
achieve higher server utilization, while requiring less ex-
pensive servers (with smaller I/O capacities).

Although the methods presented in this paper are tested
over a symmetricr-ary tree network topology of homoge-
nous servers, they can be easily employed for studying other

network topologies of heterogeneous servers as well. In ad-
dition to the above, the work in this paper can be extended
in other ways. If the I/O capacities of the servers are given
a priori, then a user request to a video server can be blocked
due to the servers finite I/O capacity. In such case, there is a
number of policies that can be employed such as discarding
the request (i.e., the user has to try again at some later time),
or queuing the request at the server for some time hoping
that a video stream currently displayed will terminate soon,
or hybrids of the above two policies.

So far, we have considered one class of service type,
the sequential access (SEQ), where the whole program is
displayed. An interesting extension of this work will be to
study VCR-like and random accesses. In such cases, it is
expected that our system will be considerably affected due
to the fact that users will tend to leave their batches.
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